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ABSTRACT
The effects of imposing accountability pressures on public school
teachers are empirically indeterminate. In this paper, we study the
effects of accountability in the context of teacher responses to stu-
dent behavioral infractions in the aftermath of teacher evaluation
reforms. We leverage cross-state variation in the timing of state pol-
icy implementation to estimate whether teachers change the rate at
which they remove students from their classrooms. We find that
higher-stakes teacher evaluation had no causal effect on the rates of
disciplinary referrals, and we find no evidence of heterogeneous
effects for grades subject to greater accountability pressures or in
schools facing differing levels of disciplinary infractions. Our results
are precisely estimated and robust to a battery of assumption and
specification checks.
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Introduction

In response to financial incentives from the Obama administration’s 2009 Race to the
Top competition, 44 states implemented reforms to their teacher evaluation policies
between 2011 and 2016 (NCTQ, 2016; Steinberg & Donaldson, 2016). Much of the pub-
lic narrative and high-profile scholarship on teacher evaluation has been shaped by a
focus on its use for high-stakes personnel decisions (e.g., Hanushek, 2009; Jackson et al.,
2014). However, reforms to evaluation systems were also explicitly designed to promote
the development of teachers’ skills (Connally & Tooley, 2016; Donaldson, 2021). Former
Secretary of Education Arne Duncan (2012) defended the value of teacher evaluation
reforms by claiming that, “[b]etter evaluation systems improve classroom instruction”
(p. 4). Thus, in principle, these reforms intended to improve teacher effectiveness
through the combination of increased accountability pressures and added supports for
skill development.

Among practicing teachers and their evaluators, it is common knowledge that the
ability to create focused, orderly classroom learning environments has a dramatic
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influence on overall instructional effectiveness.1 This knowledge is borne out in the
emphasis that classroom observation rubrics place on behavioral management skills and
in the weight that evaluators assign to these practices. In the median state, one-quarter
of suggested evaluation rubric indicators are focused on teachers’ skill in classroom
management (Gilmour et al., 2019). Additionally, unruly classes are easily observable for
teachers’ evaluators; more so than, for example, alignment of instruction to grade-level
standards (Cohen et al., 2020). In fact, principals report attending to student engage-
ment over content-specific instructional practices during observations and feedback
(Wieczorek et al., 2019). Thus, if teachers improved their classroom management practi-
ces in response to the past decade’s evaluation reforms, they may have needed to
remove fewer students from class by more effectively preventing and responding to
misbehavior.

On the other hand, teachers might also have accomplished the goal of reducing dis-
ruptive behavior by imposing a lower floor of tolerance for misbehavior before sending
a student out of class and to the school office.2 Additional scrutiny and stress from
higher-stakes evaluations may have created unintended incentives to create classrooms
with orderly appearances during evaluative observations by removing disruptive students
at higher rates. Further, to the extent that disruptive students create negative external-
ities on other students’ learning (e.g., Carrell & Hoekstra, 2010), teachers can both
increase their expected observation score and improve their average student’s achieve-
ment by reducing incidences of active disruption in their classrooms.

In this paper, we test whether higher-accountability teacher evaluation polices affect
how teachers respond to behavioral infractions in their classroom. Theory suggests that
teacher evaluation reforms might have decreased the rate at which teachers removed
students from class as their classroom management skills improved. Alternatively, these
reforms might have increased the rate of removal as an unintended byproduct of added
stress or a desire to present an image of an orderly classroom to external observers. We
leverage Kraft et al.’s (2020) tally of the introduction of teacher evaluation policy
reform in conjunction with disciplinary data from a large network of over 2,500 schools
implementing a common behavior management system to estimate the impact of
higher-stakes evaluation on Office Disciplinary Referrals (ODRs) in a difference-in-dif-
ferences framework.

Our main findings are that higher-stakes teacher evaluation had no causal effect on
the overall rate of Office Disciplinary Referrals. Our estimates are precise, and we can
confidently rule out effects larger than a decrease of 0.21 referrals—or an increase of
0.04 referrals—that originate from teachers’ classrooms in the average-sized school on
an average day. We find no evidence of heterogeneous impacts across a variety of well-
theorized dimensions that might influence how teacher evaluation influences disciplin-
ary response. We subject our identification strategy and its assumptions to a host of
robustness checks and consistently find that our results hold. In order to promote

1Lazear’s (2001) seminal work on the production of education lays out a theoretical relationship between instructional
effectiveness and classroom behavior, but this phenomenon is dramatically understudied empirically.
2The typical mechanism by which teachers respond to student behavior that they have determined cannot be
addressed in the classroom is to send students to a school administrator (e.g., principal, assistant principal, dean of
students) in the school’s office. Other approaches include waiting to speak to an administrator in the hallway. For the
purposes of this paper, we describe all such events as Office Disciplinary Referrals (ODRs).
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research transparency, we pre-registered our analytic plan in the Registry of Efficacy
and Effectiveness Studies (REES #1748) prior to receipt of our data.

Our findings contribute to new literatures estimating the causal effects of accountabil-
ity pressures on the black box of within-classroom behaviors by teachers and the effects
of school policies on disciplinary processes. While there is a growing consensus that
teacher evaluation policies increase voluntary exits, particularly among teachers rated
poorly in observation- and value-added-based evaluation schemes (Cullen et al., 2019;
Dee & Wyckoff, 2015; Loeb et al., 2015) and some promising evidence that teacher
observation improves student outcomes (Burgess et al., 2021, Phipps, 2021; Taylor &
Tyler, 2012), we know less about how high-stakes teacher evaluation policies change
what teachers do in the classroom. Our failure to detect substantial changes in behavior
management practices aligns with Phipps and Wiseman (2019) who find no evidence
that teachers shift their focus to a particular instructional domain as the accountability
pressure of an evaluator observation increases. Similarly, Garet et al. (2017) find no evi-
dence of changes in instructional practices in the aftermath of receiving perform-
ance feedback.

We study phenomena closely related to those described in Holbein and Ladd (2017).
Holbein and Ladd examine the effect of schoolwide accountability pressures, enacted
through the labeling of a school as failing to make Adequate Yearly Progress under the
No Child Left Behind Act, on the frequency of serious student misbehaviors leading to
suspension. They find that increased schoolwide accountability pressured led to an
increase in suspensions. While we also study accountability pressures, we study those
that fall individually and exclusively on teachers. Additionally, we have available several
outcome measures that allow us to assess the likelihood that our results are driven by
changes in either student or educator behavior.

As a whole, we interpret our results as evidence that the introduction of higher-stakes
accountability policies did not dramatically alter classroom disciplinary climates. Given
the nature of our data, we are unable to rule out the possibility that our results are a
product of heterogeneous responses to increased accountability by teachers’ characteris-
tics or skill. Nevertheless, we argue that our central contribution is to highlight the loose
coupling of teacher accountability policy and classroom practices, as measured by
teacher-initiated behavioral referrals. As implemented, teacher evaluation reforms were
not sufficient to limit students’ entry into the disciplinary pipeline. We reach this con-
clusion because we find no evidence of either positive (intended) or negative (unin-
tended) consequences of teacher evaluation reforms on classroom disciplinary
environments.

We begin by providing an overview of teacher evaluation and student discipline
policies and processes. Next, we describe our disciplinary and policy data, and we
present our empiricseal estimation framework. We then share our main results as
well as evidence on the presence of heterogeneous effects. In our penultimate
section, we present a host of assumption and robustness checks. Finally, we conclude
with a discussion of how our findings provide insight into the complex relationship
between evaluation policy and teachers’ behaviors.
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Teacher Evaluation and Student Discipline Policy

We briefly contextualize teacher evaluation policy within the nuanced literature on the
broader topic of educational accountability. We then review the characteristics of U.S.
teacher evaluation and student disciplinary policy reforms introduced in the past two
decades. We then explore how these strands of educational policy might intersect in
the classroom.

Accountability and Teacher Evaluation

External accountability pressures and incentives are central tools policy makers possess
to improve teaching and learning conditions in schools. However, there is a complex
relationship between incentive- and accountability-based policies and local actor behav-
ior, particularly in the public sector (e.g., Dixit, 2002). A rich theoretical and empirical
debate on the merits of accountability-driven policies in education exists, with much of
the causal evidence finding either mixed or no effects.3 Even well-designed accountabil-
ity and incentive policies can generate unintended responses, including educational tri-
age (Ladd & Lauen, 2010; Neal & Schanzenbach, 2010; Reback, 2008), curriculum
narrowing (Hamilton et al., 2005), and gaming (Figlio, 2006; Vogell, 2011).

Teacher evaluation, a particularly high-profile incarnation of educational accountabil-
ity, seeks to leverage the individual application of incentives and sanctions to improve
instructional practices and student outcomes. As with the broader literature on account-
ability, the evidence on the effectiveness of teacher evaluation is mixed.4 Of particular
interest to our line of inquiry, teachers report that higher-stakes evaluation policies
introduced in the last decade raised teacher anxiety as a result of worries about their
self-efficacy (Ford et al., 2017). Thus, system leaders have a critical interest in under-
standing whether and in what ways teachers and principals respond to increased
accountability in teacher evaluation.

As we note, 44 states implemented teacher evaluation reforms in response to the
Race to the Top (RTTT) initiative. In fact, 35 states enacted reforms of teacher evalu-
ation between 2009 and 2011 (NCTQ, 2011, 2017), but the exact timing of when these
reforms came into effect spanned the subsequent six years.5 Our identification strategy
exploits this exogenous federal shock to state policy, and what we will argue below are
near-random cross-state differences in the timing of the subsequent implementation of
teacher evaluation reforms.

While the particulars of each state’s evaluation framework differ, as does district-level
policy implementation, this variation is largely endogenous. Thus, we focus on the com-
mon accountability elements rather than on the intensity of accountability pressures
across and within states and districts. Generally, state legislation and regulation defined

3See, among others, Brehm et al. (2017), Chakrabarti (2014), Chiang (2009), Deming et al. (2016), Eren (2019), Macartney
(2016), Ozek (2012), and Reback et al. (2014). Deming and Figlio (2016) synthesize the literature on educational
accountability.
4See, among others, Cullen et al. (2019), Kraft et al. (2020), Macartney et al. (2019), Pope (2019), Rothstein (2015),
Steinberg and Sartain (2015), Stecher et al. (2018), Strunk et al. (2017) and Taylor and Tyler (2012). Liebowitz (2020)
summarizes this nuanced literature.
5Alaska, Maine, Mississippi, New Jersey, North Dakota and Pennsylvania passed new teacher evaluation laws in 2012;
Kentucky, South Carolina and Texas did so in 2013.
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parameters for the evaluation process to which local districts’ collective bargaining
agreements were required to adhere. Thirty-five states promulgated model evaluation
policies that many districts adopted as written, although others adopted them with mod-
ifications (NCTQ, 2017; Steinberg & Donaldson, 2016). All state reforms to teacher
evaluation required that classroom observation of teaching practice be a part of a teach-
er’s final rating, and in 59 percent of those states, these reforms established a minimum
frequency of classroom observations for at least some teachers. In almost all cases,
teacher evaluation reforms entailed adopting a common rubric for evaluating teachers’
performance with multiple rating categories. In addition, 80 percent of states required
some or all teachers to be evaluated based on student-learning gains (either through for-
mal measurements of students learning, through teachers’ contributions to students’
progress toward locally determined learning objectives, or both). Some states addition-
ally included measures of whole-school performance or parent-, student-, and peer-sur-
veys of teacher competency. Eighty-three percent of new state teacher evaluation
policies linked evaluation results to teachers’ future professional development plans.
Some required annual appraisals for all teachers, while in other states annual appraisal
was limited to new or probationary teachers (Jacobs & Doherty, 2015; Steinberg &
Donaldson, 2016; Winters & Cowen, 2013).

While summative teacher ratings have varying consequences, the policy reforms as
designed represent substantial increases in accountability pressures on teachers. Over three-
fifths (61 percent) of states instituted rules that led to the dismissal of teachers who were not
rated Proficient, and almost half (48 percent) of states used evaluation results for tenure deci-
sions (Steinberg & Donaldson, 2016). The Institute of Education Sciences (2014) judged the
recent round of teacher evaluation reforms to have made strong shifts toward increased
accountability. However, as implemented, most teachers across the country continued to
receive ratings above the standard of proficiency, even after the introduction of clear obser-
vational rubrics and rating categories (Kraft & Gilmour, 2017). In many cases, principals felt
unqualified, had insufficient time to conduct high-quality observations, or adapted the
implementation of these policies to fit within their preexisting priorities (Donaldson &
Woulfin, 2018; Kraft & Gilmour, 2016). Thus, the added accountability (our treatment) may
have been too weak to result in substantial changes in teachers’ practice; a consideration to
which we return in the discussion of our findings.

Though we do not examine between-state differences in accountability intensity
we do explore cross-grade differences. In particular, we hypothesize that grades 3-11
will be subject to greater levels of accountability as these are years in which man-
dated state testing occurs. Therefore, teachers of tested subjects in these grades
experience accountability from both evaluative classroom observations and student
test score outcomes.

Student Discipline

We explore the effects of teacher evaluation on student disciplinary outcomes because
of the outsize impacts that entry into the school discipline system have on students’
later life outcomes. Mounting evidence suggests credibly causal links between suspen-
sions and involvement with the criminal justice system (Bacher-Hicks et al., 2019;
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Sorensen et al., 2021). Office Disciplinary Referrals (ODRs), though less studied, are
important precursors to these more severe disciplinary outcomes and provide important
insights into teachers’ responses to misbehavior. In this section, we describe recent pol-
icy developments related to student discipline, evidence on their implementation, and
what happens when teachers remove students from their classroom.

In the late 1980s and 1990s, states and districts increasingly adopted sets of policies
collectively known as “zero-tolerance discipline.” Many of these policies originated in
response to the federal Gun-Free School Act of 1994, but soon extended beyond firearm
offenses (Curran, 2016). Under such policies, students committing one among a set of
pre-specified disciplinary infractions were to be suspended or expelled from school,
without discretion. In response to widespread concern about the long-term effects of
exclusionary discipline and the disproportionate use of such disciplinary approaches for
students of color, states and districts initiated reforms of many zero-tolerance laws in
the 2000s and 2010s (Rafa, 2019; U.S. Department of Education & U.S. Department of
Justice, 2014).

Some states have prohibited the use of suspension for less severe infractions (such as
defiance or truancy) or the length of suspensions overall, while others prohibit the use
of suspension in earlier grades except for extreme misbehavior (Steinberg & Lacoe,
2018; Anderson, 2020). Others require school districts to develop discipline plans that
incorporate alternative discipline programs, such as Positive Behavioral Intervention and
Supports (PBIS), Multi-Tiered Systems of Support (MTSS) and restorative justice practi-
ces (Rafa, 2019; Welsh & Little, 2018).

While discipline policy reforms have generally focused on suspension and expulsion,
the process by which students are removed from class for lower-level infractions is less
frequently a target of policy. To the student, Office Disciplinary Referrals (ODRs) are an
entry point into the disciplinary system. ODRs cause students to miss instructional
time, may lead to additional consequences ranging from lunch detention to suspension,
and may represent a signal to students about how teachers perceive their behavior
(Kennedy-Lewis & Murphy, 2016). Alternatively, they may provide students with oppor-
tunity to reflect, develop relationships with school administrators, and improve their
future behavior.

The consequences of ODRs extend beyond the referred student to classmates and
educators. ODRs have spillover effects as they influence the classroom composition dur-
ing the time the student is out of class, which influences the structure of peer effects
(Lazear, 2001). Further, ODRs requiring subjective interpretations of behaviors yield
important signals about teachers’ tolerance for student misbehavior and classroom man-
agement skills. Finally, ODRs impose significant time burdens on educators who receive
students removed from the classroom. While no precise estimates of the amount of
time that students spend outside of the classroom during each referral exist, some states
mandate that students not be sent back to class sooner than 30minutes, within the
same class period, or before the principal has undertaken one of a set of prescribed dis-
ciplinary measures (e.g., Louisiana Revised Statute §17.416A.(1)(b)(iii)). For our pur-
poses, the two essential takeaways are: (1) state policy generally grants broad discretion
to teachers to remove students from the classroom; and (2) these removals have signifi-
cant, though imperfectly understood, implications for both students and educators.
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The Relationship Between Teacher Evaluation and Student Discipline

Our analytic challenge is to understand the relationship between higher-stakes teacher evalu-
ation and office disciplinary referrals. Ex ante, it is not obvious what the effects of greater
accountability pressures might be on the rate of ODRs. On one hand, it is possible that
greater accountability pressures may lead to an increase in the rate at which teachers send
students out of class. In particular, if classroom observations are key contributors to teacher
evaluation scores under high-stakes evaluation systems, teachers may be more likely to send
students out of class for lesser infractions than under low-stakes evaluation conditions in the
hopes that fewer disruptions occur during a supervisor’s unanticipated visit. Further, if
teacher evaluation scores are tied to assessment performance, teachers may utilize ODRs
more frequently to send students out of class if they perceive doing so will result in a more
effective learning environment for the majority of students.

On the other hand, it is possible that teacher evaluation reforms might lead to a
decrease in the rate of ODRs. A decrease in referrals may be evidence of improved
teacher skills resulting from accountability and professional supports introduced as part
of the wave of teacher evaluation reforms. Classroom observation rubrics such as the
Danielson Framework for Teaching (Danielson 1996), the CLASS (Mashburn et al.,
2008) tool, and other such rubrics adopted by states and districts to conduct observa-
tions of teachers include measures of behavioral management skills, and the feedback
teachers receive from those observations may serve as professional development.
However, given other evidence that large-scale implementation of higher-stakes evalu-
ation policies did not improve general instructional practices (Garet et al., 2017; Stecher
et al., 2018), and that instructional guidance on classroom management practices from
evaluation rubrics tends to be weak (Gilmour et al., 2019), our prior expectation is low
that teachers’ behavioral management skills will increase as a result of higher-stakes
teacher evaluation policy implementation.

An alternative explanation for how the introduction of high-stakes evaluation policies
might decrease ODRs is that evaluators only weakly observe and monitor teachers’
behavior management skills. Given principals’ difficulty in finding time to observe
teaching practice (Kraft & Gilmour, 2016), they may use the frequency of teachers’
referral of students to the office as a proxy for their skill in classroom management.
This would create an incentive for teachers to reduce the frequency of ODRs in the
aftermath of high-stakes evaluation reform but not be desirable from the policy maker’s
perspective. Still another potential explanation for negative effects of evaluation on
ODRs is that increased administrator presence in classrooms might reduce misbehavior.
Thus, positively signed coefficients of the effects of the introduction of new teacher
evaluation systems would provide relatively straightforward interpretations of the effects
of increased accountability on teachers’ practice, while negatively signed ones would
be ambiguous.

It is also possible that teachers respond differently to higher-stakes evaluation when
the starting behavioral climate in their school differs or when effective disciplinary sup-
port strategies exist to respond to misbehavior. In the first case, schools with few initial
behavioral incidents are unlikely to focus evaluative feedback on teachers’ classroom
management. In the second case, if evaluation reforms increased teachers’ behavioral
response skills but there were no schoolwide strategies to address misbehavior,
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improvements in teachers’ practice might be dominated by poor school culture systems
and, therefore, be unobserved in the rates of ODRs. Alternatively, if evaluation pressures
increase stress, teachers may be more prone to remove students from their rooms in
schools with ill-defined criteria for when a student is to be sent out of class. Thus,
exploring treatment heterogeneity by schoolwide climate and quality of support systems
may reveal valuable insights into how the effects of evaluation differ across contexts.

Given the substantive importance, but empirical uncertainty, of the interaction
between teacher evaluation and student discipline policies, we pose the following
research questions:

1. How did the introduction of higher-stakes teacher evaluation policies affect the
rates at which students were removed from the classroom as a consequence for
misbehavior?

2. How, if at all, did the effect of the higher-stakes teacher evaluation on classroom
disciplinary responses differ by school disciplinary climate and grade-level-spe-
cific accountability pressures?

Data and Sample

We present in the main text of the paper a brief description of our data and sample
construction and share complete information in Supplementary Appendix B.

Discipline Data

The primary data source for our analysis is the School-Wide Information System
(SWIS) data system. This data system is used by schools that track behavioral data asso-
ciated with the implementation of Positive Behavioral Implementation and Supports
(PBIS) and maintained by the Education and Community Supports research and out-
reach unit at the University of Oregon. A particular strength of this dataset is that it
records low-level disciplinary infractions rarely recorded in administrative data that
reflect teacher (rather than administrator) behaviors and may represent critical entry
points for students into an exclusionary discipline system. We draw on information
from the 2006-07 through the 2017-18 school years. These data also include enrollment
information that combine the best available information from schools’ self-reports and
their October 1 administrative count from the NCES Common Core Data. We supple-
ment our main estimates with placebo tests using suspension data from the restricted-
use Civil Rights Data Collection (CRDC).

Policy Implementation Data

To determine the timing of teacher evaluation reforms in 44 states, we draw on Kraft
et al. (2020) who extend prior reviews by Steinberg and Donaldson (2016) and the
National Council on Teacher Quality (NCTQ) (2016). Supplementary Appendix Table
A1 provides state-by-state policy implementation details and counts of schools by state
in our data.
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To address concerns that shifts in ODR activity reflect reforms in school discipline
policy, we collect data on two categories of disciplinary policy reforms and test whether
our results are robust to these policies. We compile information from the Compendium
of School Discipline Laws and Regulations (Bezinque et al., 2018) on whether any state-
level reforms to classroom and school discipline policies occurred during our ana-
lytic window.

Measures

Our primary predictor is a binary indicator for whether a state has implemented a
higher-stakes teacher evaluation system. Following Kraft et al. (2020), we code
Implement Evaluation as one in the first fall in which a state implements a new teacher
evaluation policy and in all subsequent observations. It takes the value of zero prior to
policy implementation and all observations in states that never implement evalu-
ation reform.

We adopt two primary outcomes based on yearly counts of the total number of
Office Disciplinary Referrals (ODRs), aggregated to the grade level. We scale these
counts to reflect the number of ODRs that occur in a school of average size in our sam-
ple on a given day. Thus, our primary outcome reflects the number of referrals originat-
ing from a classroom per-500 students, per-day. We supplement this outcome with the
rate of classroom-originating referrals that are a result of one of six behaviors defined
by an expert panel (Greflund et al., 2014) as “subjective.” 6 We anticipate that these sub-
jective-classroom misbehaviors allow teachers more discretion in their disciplinary
response and, thus, may be more sensitive to policy changes. We describe in the follow-
ing section analytic approaches that take advantage of measures of ODRs that originate
in locations other than the classroom (“Other”) and referrals originating from the class-
room in response to one of 14 “objective” behavioral infractions.

We use a time-varying, binary indicator to measure schools’ successful implementa-
tion of PBIS. Implement PBIS Well takes the value of one in years in which schools suc-
cessfully implement PBIS and zero otherwise.7

6We categorize subjective and objective behaviors data following Greflund et al. (2014): “Subjective behaviors were
defined as behaviors that require not simply observing a discrete, objective event (e.g., a student smoking), but a
significant value judgment regarding whether the intensity or quality of the behavior warrants an ODR (e.g., a student
using inappropriate language). (… ) The following behaviors were categorized as subjective: abusive language/
inappropriate language/profanity, defiance/disrespect/insubordination/ non-compliance, harassment/bullying, disruption,
dress code violation, and inappropriate display of affection. The following behaviors were categorized as less subjective:
physical aggression/fighting, tardy, skipping, truancy, property damage/vandalism, forgery/theft, inappropriate location/
out of bounds, use/possession of tobacco, alcohol, drugs, combustibles, weapons, bomb threat/false alarm, and arson.
Three problem behaviors did not meet the inter-rater reliability criterion and were also not classified as subjective:
lying/cheating, technology violation, and gang affiliation display” (pp. 220–221).
7To be classified as successfully implementing PBIS, schools had to meet one of the following thresholds: School-wide
Evaluation Tool (SET): greater than or equal to 80 percent of expectations taught and overall implementation; Tiered
Fidelity Inventory (TFI): Tier 1 ratio greater than or equal to 70 percent; Benchmark of Quality (BOQ: Total Ratio greater
than or equal to 70 percent; Self-Assessment Survey (SAS): Implementation Average greater than or equal to 80; and
Team Implementation Checklist (TIC): Implementation Average greater than or equal to 80 percent. We refer readers to
McIntosh et al. (2013) and Mercer, McIntosh and Hoselton (2017) for details on the validation of these instruments. We
do not use the continuous implementation scores as they represent substantially different scales and are not linked
across instruments (Greflund et al., 2014; Mercer et al., 2017).
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We include several other disciplinary measures related to our sensitivity tests. We
draw on five waves of data from the CRDC, from the 2005 to 2006 school year to the
2015–2016 school year, that count the number of students suspended in a given year.
We calculate the yearly proportion of students who are suspended in each school.8

Drawing on the Compendium of School Discipline Laws and Regulations, we code
Teacher authority to remove students from the classroom and Limitations, conditions, or
exclusions for use of suspension and expulsion as one in the first fall for all schools in
states that enacted reforms to these policies between 2006 and 2018 (Supplementary
Appendix Table B2).

Analytic Sample and Summary Statistics

Our analytic sample focuses on U.S. traditional public schools subject to state evaluation
policies, for which we have outcome measures both before and after policy implementa-
tion. We restrict our sample to grade-year observations nested in schools which we
observe at least four years before the adoption of high-stakes teacher evaluation and one
year after the initial implementation year. We form our measures of Office Disciplinary
Referrals from counts of referrals at the grade-school-year level. Thus, our main analytic
sample includes 107,468 grade-school-year observations, nested in 20,137 school-year
observations. These represent a total of 2,564 schools in 939 districts.

In Table 1, we present summary statistics for the full sample, for schools and students
located in states that never implemented high-stakes evaluation, and for schools and stu-
dents in states that did. Our sample is not nationally representative. Schools in our sam-
ple are attempting to implement PBIS, have a standardized office referral process, use
the SWIS data management system, and agree that their behavioral data can be used for
research purposes. The strictest definition of the population to which our results gener-
alize are these 2,564 schools. However, approximately 25,000 schools (or more than
one-quarter of all U.S. public schools) were attempting to implement PBIS in some
form in the 2016–17 school year, and about 11,000 of these schools used the SWIS data
management system (Hoselton, 2018). We argue that we can cautiously generalize to
this larger set of schools that differ from our sample only in the software application
they use to track behavior or in their willingness to permit their data be used for
research purposes.

Further, the demographic characteristics of our sample broadly match national racial
and family income enrollment patterns; none differ by more than 4 percentage points.
That said, schools attempting to implement PBIS might respond differently to higher-
stakes teacher evaluation. Thus, Table 1 is meant to situate our work within the larger
U.S. traditional public school context, but not to suggest that our findings are directly
generalizable to this context.

8We present additional information on the CRDC sample of schools in Supplementary Appendix Table B1. In the sample
of 343,015 school-year observations in the CRDC, the average school suspends 6 percent of its students per year (SD ¼
0.09). In auxiliary regressions, we find that districtwide patterns in ODRs are positively correlated to suspensions in the
CRDC data, but imperfectly so. This aligns with our proposed use of the suspension data as a placebo test that
measures a related, but different construct than classroom referrals.
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Table 1. Descriptive statistics on school-wide information system (SWIS) data, 2006–2017.

Full sample
NCES public
(2006–2016)

Never
evaluation

Ever
Evaluation

Total schools 2,564 98,556 750 1,814
School-year observations 20,137 4,334 15,803
Grade-year observations 107,468 24,499 82,969
Total districts 939 13,647 313 626
IQR schools per district 2–10 1–8 2–12
School level
Elem (K-6) 1,683 484 1,199
Middle (6–9) 405 97 308
High (9–12) 159 40 119
Multi-level grade span 317 128 189

School locale
Rural 516 0.29 195 321
Town 502 0.14 187 315
Suburban 834 0.30 104 730
Urban 712 0.22 263 449

Pre-2011 characteristics
School characteristics
Avg. school enrollment 510.2 521.2 437.6 509.2���

(306.7)
% Low income 0.52 0.49 0.49 0.52��

(0.25)
% American Indian/Native Alaskan 0.01 0.01 0.02 0.01���

(0.05)
% Asian/Pacific-Islander 0.05 0.05 0.05 0.03���

(0.08)
% Black 0.13 0.16 0.05 0.16���

(0.19)
% Hispanic 0.20 0.24 0.20 0.12���

(0.23)
% White Non-Hispanic 0.54 0.52 0.63 0.58���

(0.31)
% Schools by year implementing PBIS 0.71 0.60 0.62

Grade-level outcomes
Daily referrals per 500 students – Classroom 2.03 2.30 2.17��

(2.83)
[1.69]

Daily referrals per 500 students – other location 1.56 1.97 1.84���
(1.77)
[1.22]

Daily referrals per 500 students –
classroom subject

1.29 1.61 1.43���
(1.95)
[1.23]

Daily referrals per 500 students –
classroom object

0.48 0.41 0.45���
(0.90)
[0.40]

% Schools under high-stakes evaluation
2010–11 0.00
2011–12 0.13
2012–13 0.16
2013–14 0.36
2014–15 0.52
2015–16 0.55
2016–17 0.72
2017–18 0.72

Notes: �p< .05, ��p< .01, ���p< .001. Sample characteristics and outcomes weighted by school enrollment. Standard
deviations, where applicable, in parentheses. Within-school standard deviations in brackets. 85 school-year observations
have race/ethnicity data imputed to the same-school median. 40 school-year observations have race/ethnicity data
imputed to the district-school year median. 490 school-year observations have low-income data imputed to the same-
school median. 59 school-year observations have low-income data imputed to the district-school year value. 67 school-
year observations have low income data imputed to the district median. Low-income and race enrollment capped at
100 percent of school enrollment. Outcomes above 99th percentile re-coded to value of 99th percentile. We use these
imputations and outcome caps in all regression estimates. Schools implementing PBIS defined in text. National public
school averages are from NCES Digest of Education Statistics between fall 2006 and 2016. NCES counts are averages of
counts from 2006 to 2016, while NCES means are averages of yearly averages.
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In our full sample, the average per-day number of referrals from classroom settings
(Classroom) is 2.03 per 500 students and the average per-day number of referrals from
all other locations within or beyond the school grounds (Other) is 1.56 referrals per 500
students. This implies that the average number of referrals across a 180-day school year
for an average-sized school is around 650. Assuming each student spends 30minutes
out of class for each referral, this would suggest a total of 325 hours of lost instructional
time each year and a considerable administrative staffing burden.9 The average per-day
number of classroom-originating referrals that respond to behavior classified as
“subjective” in nature was 1.29 referrals per 500 students. The average per-day number
of referrals from classrooms that are “objective” behavioral infractions was 0.48 per
500 students.

There is considerable cross-school variability in the rate of referrals. The full-sample
standard deviation for classroom-based referrals is 2.83 (1.77 for non-classroom refer-
rals). In many schools, students miss substantial portions of the school year due to dis-
ciplinary events.

We have information on whether PBIS implementation was successful for slightly
more than half of our sample. 61.5 percent of our grade-school-year observations are
located in schools that conducted assessments of their implementation of PBIS practices.
In 71 percent of these school-year observations, schools were assessed to be successfully
implementing PBIS.

In Figure 1, we map the differential timing, by state, of the implementation of
higher-stakes evaluation policies as well as the six states that never enacted new policies.
The majority of schools in our sample experience high stakes evaluation, though the
overrepresentation of California schools in our data means that while 44 of 50 states
experienced high-stakes teacher evaluation policies, only 72 percent of schools in our
sample end up operating under a higher-stakes evaluation framework.

In Figure 2, we plot the raw outcome data for schools in states that experienced
high-stakes evaluation reform for the years before and after policy implementation.
In Panel A, we present trends for ODRs that originate in the classroom, our first
outcome of interest. We observe no evident discontinuity coinciding with the enact-
ment of increased accountability measures for teachers or any change in the slope of
these raw averages. We observe the same patterns in Panel B of Figure 2 which dis-
plays classroom-originating referrals for infractions that are subjective in nature, our
second outcome of interest. Thus, the descriptive evidence suggests that there may
be limited effects of the implementation of higher-stakes evaluation on teachers’ dis-
ciplinary decisions; however, secular patterns may mask an underlying causal rela-
tionship. This motivates our identification strategy which we discuss in more
detail next.

9While this number is a rough approximation given the lack of precise estimates, we believe it is a conservative one.
Students are typically required to complete a reflection form and conference with a school administrator before
returning to class. Students unprepared to return to class remain with the administrator for longer periods. If one
administrator were responsible for all referrals in a 500 student school (a reality in many contexts), this would mean
that 22.5 percent of her 8-hour work days over 180 school days would be devoted to these referrals.
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Analytic Plan

Our identification strategy relies on a two-way fixed effect difference-in-differences
(DD) approach. Our first difference is the change in the rate of ODRs that may have
been influenced by the change in evaluation policy for schools in states that experienced
the teacher evaluation policy reform. Our second difference is the change in the rate of
these ODRs for schools in states that had not yet experienced (or did not experience)
the change. We present several complementary estimation strategies below, though each
is a variant of our difference-in-differences research design framework.

We begin by estimating a non-parametric event study. This approach allows us to
flexibly estimate any pre-policy trends or time-varying treatment effects. We fit the fol-
lowing model:

ODRgjst ¼
X3þ

r¼�6
1 t ¼ t�s þ r
� �

br þ Xjtð Þhþ Dg þ Cj þPt þ egjst (1)

In simplified form, this represents the per-500-student per-day rate of Office
Disciplinary Referrals (ODRgjst) for each grade-year observation in grade g, school j,
state s and time t, regressed on a series of indicators that take the value of 1 when the
grade-year observation is a given number of years pre- and post-policy reform, with t�s
indicating the year in which states implemented the higher-stakes teacher evaluation
reform. This model includes grade- (delta), school- (gamma) and year- (pi) fixed effects
and a vector (X) of school-level (j) background characteristics. We include a

Figure 1. The timing of statewide teacher evaluation reforms and number of schools by state in ana-
lytic sample. Notes: Years represent the fall of the academic year in which new evaluation systems
were fully implemented statewide. Numbers inside each state represent total schools in analytic sam-
ple (n¼ 2,564). Full list of states with schools in sample and timing of evaluation in Supplementary
Appendix Table A1.
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Figure 2. Average Office Disciplinary Referral rates before and after the introduction of teacher evalu-
ation policies, by location of referral (Panel A) and objectivity of infraction (Panel B). Notes: Points rep-
resent weighted average of office disciplinary referrals for schools in states that implemented high-
stakes evaluation. Line is best fit for those averages.
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parsimonious set of plausibly exogenous school characteristic adjustments to capture
school-specific characteristics and improve the precision of our estimates. As policy
affects every school in a state, we do not anticipate that evaluation reforms would alter
the demographic composition of a school.10 We include the following demographic
characteristics measured at the school level: percent of students receiving free/
reduced lunch, percent of students of various racial/ethnic backgrounds, and
school enrollment.

We estimate our primary models using Weighted Least Squares in which we
weight each observation by the grade-level enrollment. OLS estimates will return a
heteroskedastic error term because estimates of ODRs will be known with more pre-
cision in grades (and schools and states) with a larger enrollment. Weighting our
observations allows us to interpret our estimates as the effect of teacher evaluation
on the rate of ODRs in the average-sized grade. The level of policy intervention is
the state-year, but our errors are likely correlated across time within state. Thus, in
our main estimates, we cluster standard errors at the state level, but we also test the
robustness of our inferences to clustering at the state-year level and to estimating a
two-way clustered standard error structure (Abadie et al., 2017; Bertrand et al., 2004;
Cameron et al., 2011).

The coefficients of interest are the seven br (-5� r� 1) which represent the effect of
evaluation reforms on rates of ODRs r years before and after the policy introduction.11

We measure all effects compared to the year prior to the reform (r ¼ �1), and we
assign all non-treated schools to the same pre-policy year (r ¼ �1). In practice, this
means that all observations of non-treated schools contribute to the reference category
against which we measure treated schools’ pre- and post-policy implementation
ODR rates.

Next, we extend Equation 1 into the pre/post difference-in-differences framework
where we pool estimates across years to increase precision and test the global effects of
the policy:

ODRgjst ¼ b1EVALst þ Xjtð Þhþ Dg þ Cj þPt þ lgjst (2)

The indicator EVALst takes the value of 1 if the school is in a state that is in a year with
a high-stakes evaluation system. b1 is the causal parameter of interest. All other terms
are defined as above.

We also relax the assumption of the standard difference-in-differences model of time-
invariant treatment effects in Equation (2) by adding a linear time trend:

ODRgjst ¼ b1EVALst þ b2EVALxYEARst þ b3YEARst þ Xjtð Þhþ Dg þ Cj þPt þ �gjst (3)

10In fact, we regress the seven school demographic characteristics on our evaluation indicator and reject the null in
only one instance. Evaluation implementation predicts a small decrease in the FRPL composition of a school (Beta: 1.25
p.p., SE: 0.52). Given the multiple hypotheses we test and the small magnitude of the coefficient, we take these results
as consistent with our claim that school demographic characteristics are exogenous to policy implementation, though
we present estimates without these adjustments in all cases to address this concern.
11In our event-study results, we estimate coefficients for all available data (including binned categories for years 6þ
pre-, 2 years post, and 3þ years post evaluation) but only interpret years 5 through 1 to ensure that we only compare
units that are observable for all treatment timing years. Including estimates outside the 5 to þ1 bandwidth mixes
relative-time effects with compositional shifts to schools that we are and are not able to observe for these years. In our
main difference-in-differences estimates, however, we pool pre- and post-treatment periods to take advantage of the
full range of data which allows us to include schools that implement new evaluation policies for up to seven years.
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where YEARst is a linear time trend for states, centered around the year the state imple-
mented the high-stakes teacher evaluation policy.12 The interaction term EVALxYEARst

allows for the relative time trends among schools in treated states to differ post-reform.
The coefficient on the main effect of treatment (b1) identifies the immediate response of
the introduction of high-stakes evaluation of ODRs and the coefficient on the inter-
action term (b2) captures linear deviations from the average effect. The time-trend coef-
ficient (b3) tests for any differential trends in the pre-reform period among states that
introduced high-stakes evaluation systems.13

To better understand the effects of accountability pressures, we examine differences
between grade levels under greater and lesser accountability and differences across
schools with varying rates of referrals prior to the higher-stakes evaluation era.
Specifically, we hypothesize that grades 3-11 will be subject to greater levels of account-
ability as these are years in which high-stakes testing occurs in schools. Therefore,
teachers of tested subjects in these grades experience accountability from both evaluative
classroom observations and student test score outcomes. We theorize that ODRs from
grades K-2 and 12, will be less sensitive to the introduction of high-stakes teacher evalu-
ation. We note here the pre-registration (Registry of Efficacy and Effectiveness Studies
in Education 1748.2) of our analytic plan in which we propose to explore the higher
accountability applied to grades 3–11.14 Additionally, we explore whether teachers
respond differently to increased accountability when the starting behavioral climate in

12While this approach as well as the event study models are similar in spirit to the Comparative Interrupted Time Series
(CITS) design, there are several important distinctions between the CITS and the difference-in-differences with multiple
time points approaches. The CITS approach models different pre-trends for treatment and counterfactual groups. The
DD approach assumes (and then tests for) parallel trends between treatment and counterfactual groups. This stricter
assumption about pre-trends means that the DD approach need not rely on linear (or higher-order) extrapolations from
pre-trends to estimate intercept- and slope-shifts. Given that our setting meets the stricter parallel trends assumptions
of the differences-in-differences approach, we fit all models using this approach.
13We may be concerned that the estimates from Equations (2) and (3) will be biased as a result of unobserved state-
level factors that, contemporaneous with the introduction of high-stakes teacher evaluation, also affect ODRs. Triple
difference (DDD) estimates that leverage alternative, potentially unaffected, outcomes help us address these sources of
bias. We model these as follows:
ODRgjstb1EVALxAFFECTst þ b2EVALst þ b3AFFECTst þ AFFECTst � Γjð Þ/þ AFFECTst � Πtð Þδþ Xjtð Þθþ Δg þ Γj

þPt þ υgjst : AFFECTst

is an indicator variable that takes the value of one if the observation is one in which we would anticipate the
introduction of high-stakes evaluation policies will affect the rate of ODRs or affect the rate more intensively. We
contrast locations in which ODRs occur, specifically comparing classroom-originating ODRs, which we anticipate would
be influenced by changes in the teacher evaluation policies, and non-classroom-originating ODRs, which we anticipate
would not be affected by the policy changes. Alternatively, we contrast the type of infraction (subjective or objective)
resulting in the ODR. b1 represents the effect of the introduction of the high-stakes evaluation policy on anticipated
affected outcomes, compared to unaffected outcomes in states that had not yet or never adopted the evaluation policy.
We adjust for unexplained within-school and within-year heterogeneity in affected outcomes by interacting our AFFECT
indicator with year – and school-indicators. As we show below, we find null effects for all of our double difference
models, and so we do not feature our triple difference framework prominently. We do present these results in Tables
A13 and A14 and, as expected, they also return precise zeros.
14We do not present K-2 and 12 as a counterfactual of no accountability increases, but we would anticipate that any
effects in these grades would be less intense than tested grades. We recognize that not all teachers in grades 3–11
teach a tested subject, but in the presence of an effect of greater test-score-based accountability pressures in these
grades, we would nevertheless expect to see an average treatment effect in these grade bands. While all schools in
states in our sample require high-stakes assessments in grades 3-8, high-school assessment requirements vary. All states
require students to test at some point in grades 9-11. Some states require testing only in one of these grades, other
states require testing across multiple years, still others allow student discretion on the grade in which students take
tests. Our estimates are even closer to zero when we restrict our definition of higher-accountability grades to 3-8 (class:
0.026 (0.067); subjective-class: 0.022 (0.067)).
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their school differs by interacting ODR-rates in the year prior to the implementation of
evaluation policies with our policy indicator. We thank several readers of early drafts of
our paper for highlighting this important possible source of heterogeneous response,
and we acknowledge that this analysis was not part of our pre-registration plan so
should be considered as exploratory.

We also examine the extent to which the implementation of effective disciplinary sup-
port strategies serves to moderate the effects of greater accountability. Specifically, what
are the effects on ODRs when schools develop better systems of behavioral supports in
the context of higher-stakes evaluation? The fixed-effects structure of our analysis means
that our estimates are of the effect of within-school improvements in the implementa-
tion of PBIS and the interaction of these improvements with the introduction of high-
stakes evaluation. However, we note explicitly the exploratory nature of this analysis as
the successful implementation of PBIS is clearly an endogenous characteristic of the
school. A negative coefficient on the interaction term would suggest that the combin-
ation of teacher evaluation reforms and well-implemented behavioral support systems
produce improvements in teacher skills. A null effect on the interaction with a larger-
signed estimate on the main Implement Evaluation term would imply that schools with
robust student support systems are less responsive to added external accountability pres-
sures. Finally, a positively signed coefficient on the Implement Evaluation term with an
opposite signed coefficient on the interaction would suggest that, in settings with ill-
defined criteria for office referrals, increased accountability pressures caused teachers to
remove more students from class.

For b1 to be an unbiased estimator in the above models, we make three assumptions
about our research design: (1) schools and grades in untreated states (and not-yet-
treated states) provide a valid counterfactual for schools and grades in treated (or
already-treated) states; (2) there are no unobserved simultaneous shocks correlated with
our outcomes and the introduction of higher-stakes teacher evaluation reforms; and (3)
the estimates for each grade and year are appropriately pooled to create the full sample
Average Treatment Effect on the Treated (ATT) estimate.

In our full sample, our first assumption depends on the fact that schools in states
that did not or had-not-yet adopted evaluation reform were equal in expectation to
schools that had. We present information in Table 1 on the differences in schools and
students which did and did not experience high-stakes evaluation. The most notable dif-
ference is the larger school size for schools that ever experienced high-stakes evaluation.
While there are some baseline differences in the characteristics of schools and students
in states that did and did not experience high-stakes evaluation, we account for this in
our difference-in-differences estimation framework. As we compare the difference in
values before and after the policy change with differences in values over the same time
period in locales that did not or had not yet experienced the policy change, starting dif-
ferences between treated and untreated locales does not threaten the validity of our
design. Nevertheless, for external validity purposes, it is reassuring that the outcome val-
ues prior to the start of the era of evaluation reform are quite close in schools located
in states that did and did not experience high-stakes teacher evaluation, all within 0.2
referrals per-500 students per day. We more formally test for violations of the first
assumption by examining whether schools in states that implemented evaluation were
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on parallel trends prior to evaluation implementation as those that did not (or had not
yet) implemented evaluation.

In some models, we restrict our sample to only those observations in states that ever
enacted teacher evaluation. In these specifications, our estimates rely only on variation
in the timing of the implementation of teacher evaluation reforms, and we need only
assume that when (but not whether) states implemented evaluation was as-good-as ran-
dom. State legislatures enacted policy reforms in response to a common, exogenous fed-
eral shock (RTTT), but the date of mandatory, statewide adoption of the new evaluation
systems differed. Cross-state differences in the length of time between passing and
implementing evaluation reforms result from plausibly exogenous factors such as state
legislative negotiating processes, the length of state legislative sessions and the duration
of pilot phases (NCTQ, 2017). In Supplementary Appendix Table A2, we present evi-
dence that highlights that, on both observable demographic characteristics and office
referral rates, there are no evident patterns distinguishing schools that implemented
evaluation earlier as opposed to later in our analytic timeframe. We cannot, however,
rule out all potential endogenous reasons for variation in the timing of implementation.

If other policy reforms are contemporaneous with evaluation policy reforms, our esti-
mates of the effects of evaluation reform could be biased. Thus, we test our second
assumption with a set of placebo models in which we estimate the effects of teacher evalu-
ation on alternate outcomes that measure disciplinary events from outside the classroom
(Other) or that are in response to behavioral events so severe that we do not anticipate
they would be affected by evaluation policy reform alone (Objective). Figure 2 provides
suggestive evidence that the trends in these placebo outcomes are unresponsive to policy
implementation, and we test this formally below. While these are not perfectly clean falsifi-
cation tests as it is possible that evaluation reforms could affect overall school climate and
therefore these outcomes as well, we expect they will be less sensitive to the reforms than
our primary outcomes. In addition to using placebo outcomes, we also create fictional
dates for evaluation policy implementation that precede the actual years of adoption and
test whether these false evaluation years predict changes in referral rates. As a final test of
the second assumption, we fit a series of models in which we include other teacher
accountability and discipline policy reforms to assess whether they predict changes in
ODR rates or moderate the main effect of teacher accountability pressures.15

There has been a recent explosion in the econometric literature documenting frequent
failures of the third assumption, particularly in the context of differential timing as an
identification strategy (e.g., Athey & Imbens, 2018; Borusyak & Jaravel, 2017; Callaway
& Sant’Anna, 2020; de Chaisemartin & D’Haultfoeuille, 2020; Ferman & Pinto, 2019;
Gibbons et al., 2018; Goodman-Bacon, 2021; Imai & Kim, 2020). We test our fixed
effects for the presence of time-varying weights and negative weighting, and we replicate

15Kraft et al. (2020) seek to rule out threats to their identification strategy from contemporaneous teacher and
accountability policy reforms, such as the implementation of Common Core Standards or licensure tests. These are less
relevant to our identification strategy as we are ultimately interested in whether and how increased accountability shifts
teachers’ classroom practices. Our results are robust to the inclusion of policy indicators for the reform of tenure laws
and weakening of collective bargaining (see Supplementary Appendix Tables A15 and A16). To the extent that our
estimates of teacher evaluation reforms are influenced by other accountability-related policy reforms, this would imply
that our results are evidence of overall accountability pressures on teacher practice, rather than specific to
teacher evaluation.
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our standard two-way fixed effect models using de Chaisemartin and D’Haultfoeuille’s
(2018) time-corrected Wald (Wald-TC) estimator.

Results

Event-Study Estimates

We find no evidence that rates of Office Disciplinary Referrals (ODRs) changed in the
aftermath of the introduction of higher-stakes teacher evaluation policies. In Figure 3,
we present results from Equation 1 for both referrals originating in the classroom
(Panel A) and referrals originating in the classroom that are subjective in nature (Panel

Figure 3. Non-parametric event study displaying effect of high-stakes teacher evaluation reforms on
rate of per-500-student, per-day Office Disciplinary Referrals (ODRs), by location and subjectivity.
Notes: Point estimates for years pre- and post-evaluation reforms and corresponding 95 percent confi-
dence intervals derived from event study model describe in Equation 1 that is weighted by grade
enrollment, includes grade, school and year fixed effects and time-varying school characteristics, with
standard errors clustered at state level. Full coefficients reported in Columns IIa and IIc of
Supplementary Appendix Table A3.
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B). While there is some visual evidence that ODRs decline somewhat after the introduc-
tion of high-stakes evaluation policies, all estimates fall within the 95 percent confidence
interval and are small in magnitude.

Independently, the results in Figure 3 provide little evidence that there were trends in the rate of
classroom-based or subjective referrals prior to the implementation of teacher evaluation policies.
This suggests the first assumption required of our DD estimates holds and we have no need to
instrument with leads in our event study (Freyaldenhoven et al., 2019).

Difference-in-Differences Estimates

Results from our main difference-in-differences estimates confirm that we find no causal
effect of the implementation of high-stakes evaluation on rates of classroom- or class-
room-subjective ODRs. In Table 2, we present the results of Equations (2) and (3).
While our estimates are consistently signed and of nearly identical magnitude, in all
cases we fail to reject the null. Due to their parsimony and consistency with models that
include additional controls, we select Models I and IV as our preferred estimates for
classroom- and classroom-subjective referrals, respectively because the absence of add-
itional controls requires us to make fewer assumptions about parallel pre-trends across
the covariates’ sub-strata (e.g., Callaway & Sant’Anna, 2021).16

We estimate these effects with precise zeros. In our preferred estimates, we can confi-
dently rule out ranges of effects greater than a decrease of 0.21 referrals or an increase
of 0.04 referrals per-500 students, per day for classroom referrals and a decrease of 0.14
or an increase of 0.06 referrals per-500 students, per day for subjective-classroom refer-
rals. These confidence intervals correspond to a 0.07 standard deviations (SD) decrease
and a 0.01 SDs increase or a 0.07 SDs decrease and a 0.03 SDs increase for classroom
and subjective referrals, respectively.17 We find no evidence of differential post-evalu-
ation policy implementation trends in Models III or VI.

Heterogeneity of Effects

Strong Systems of Behavioral Supports
We find no evidence that improvements in schools’ implementation of Positive
Behavioral Interventions and Supports (PBIS) practices serves to moderate the effects of
accountability. We present results in Table 3 of a series of estimates in the 61.5 percent
of grade-school-year observations for which we have measures of PBIS implementation.
In Models I and V we first re-estimate the results from Table 2 and examine the main
effect of evaluation implementation in this sub-sample of observations. For these
schools, the effects are even closer to zero. We then introduce the time-varying effect of

16This represents a departure from our pre-registered preferred estimates which included demographic covariates in our
model specification to improve precision and adjust for any remaining observable bias in our models. The new
methodological insights post-date our pre-registration. As we present the pre-registered results (Models II and V)
alongside these preferred results and the coefficients differ by only 0.005 and 0.001 of a referral per-500 students per
day, we believe adopting these as our preferred results is fully consistent with our pre-registration plan.
17We scale the precision of these null effects to the standard deviation of our outcomes across the full analytic sample.
When we scale our outcome to the within-school standard deviation of our outcomes, our 95 percent confidence
intervals are 0.12 to þ0.02 SD and 0.11 to þ0.04 SD units for the main effects of evaluation on classroom and
subjective referrals, respectively.
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PBIS implementation and its interaction with teacher evaluation. In our most-parsimo-
nious, preferred specifications (Models II and VI), we can confidently rule out ranges of
moderating effects greater than a decrease of 0.15 referrals or an increase of 0.23 refer-
rals per-500 students, per day for classroom referrals and a decrease of 0.10 or an
increase of 0.13 referrals per-500 students, per day for subjective-classroom referrals.
These correspond to 95 percent confidence intervals of �0.05 SDs to þ0.08 SDs for
classroom referrals and �0.05 SDs to þ0.07 SDs for subjective referrals.18 We observe
no post-evaluation implementation time trends.

Pre-Policy Referral Rates
We do not find any evidence of heterogeneity of effects by the rates of disciplinary refer-
rals in the year prior to evaluation policy implementation. In Table 4, we present results in
Models 1 and V in which we re-estimate our primary models on the sub-sample of grade-
school-year observations in states that ever experienced evaluation and that are not
observed in the year immediately prior to policy implementation (t¼-1). We exclude this
year so as not interact our policy predictor with a value that is on both the left- and right-
hand sides of our estimating equations. These results are consistent with our main esti-
mates. In Models II–IV and VI–VIII, both the main effect of evaluation implementation
and its interaction with the pre-policy rate of referral are indistinguishable from zero.19

Table 3. The moderating effect of positive behavioral interventions and supports (PBIS) on the effect
of teacher evaluation reforms on office disciplinary referrals, by location and subjectivity.

A. Classroom B. Subjective

I II III IV V VI VII VIII

Implement evaluation �0.045 �0.083 �0.089 �0.244 �0.054 �0.075 �0.078 �0.193
(0.071) (0.108) (0.109) (0.197) (0.067) (0.083) (0.084) (0.108)

Implement PBIS well �0.116 �0.116 �0.105 �0.086 �0.086 �0.081
(0.063) (0.063) (0.063) (0.045) (0.045) (0.045)

Implement evaluation � PBIS 0.036 0.037 0.171 0.018 0.019 0.116
(0.097) (0.097) (0.188) (0.059) (0.059) (0.100)

Implement evaluation � Trend 0.139 0.064
(0.090) (0.049)

Implement evaluation � Trend � PBIS �0.087 �0.064
(0.084) (0.044)

Time trend 0.002 0.016
(0.035) (0.033)

School composition controls X X X X
Grade-year observations (N) 66,075 66,075 66,075 66,075 66,075 66,075 66,075 66,076
School-year observations 12,309 12,309 12,309 12,309 12,309 12,309 12,309 12,309
R-squared 0.602 0.602 0.602 0.602 0.584 0.584 0.584 0.584

Notes: �p< .05, ��p< .01, ���p< .001. Cells report estimates and associated standard errors clustered at the state level
in parentheses. School controls include time-varying enrollment, proportion low-income and race/ethnicity. All models
include grade, school and year fixed-effects and are weighted by grade enrollment. Models I and V replicate results
from main DD estimate on PBIS implementation sub-sample. Fewer observations reflect subset of grade-school-year
observations (61.5 percent) reporting PBIS implementation information. For context, the sample means (standard devia-
tions) of the outcomes are Classroom ODRs: 2.03 (2.83) and Classroom-Subjective ODRs: 1.29 (1.95).

18When we scale our outcome to the within-school standard deviation, the 95 percent confidence interval on the
moderating effects of PBIS are 0.09 to þ0.13 and -0.08 to þ0.11 SD units for classroom and subjective referrals.
19We similarly find no effects on quadratic terms for pre-policy referral rates (class: 0.000 (0.004); subjective: 0.000
(0.006)) and in models where we average referral rates from the two years prior to policy implementation and then
leave these two years out (class: 0.011 (0.044); subjective: 0.019 (0.038)).
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Intensity of Accountability Pressures
We find no evidence of heterogeneous effects for grades that should be subject to more
intensive accountability pressures. In Table 5, we present results in which we restrict
our grade-school-year observations to those that represent grades 3 through 11. We
again fail to reject the null hypothesis and can confidently rule out small effects, both
using effect size metrics and substantive interpretations. We present the corresponding
event study estimates for high-accountability grades in Supplementary Appendix Figure
A2 and Table A4. We present analogous results for the moderating effects of successful
PBIS implementation in higher-accountability grades (3–11) in Supplementary
Appendix Table A5.

Table 5. The effect of teacher evaluation reforms on Office Disciplinary Referrals, by grade-level
accountability pressures, location and subjectivity.

A. Class (3–11 only) B. Subjective (3–11 only)

I II III IV V VI

Implement evaluation �0.092 �0.098 �0.096 �0.052 �0.054 �0.075
(0.066) (0.067) (0.076) (0.056) (0.058) (0.045)

Implement evaluation � Trend 0.054 0.008
(0.047) (0.027)

Time trend �0.018 0.008
(0.033) (0.025)

School composition controls X X X X
Grade-year observations (N) 64,437 64,437 64,437 64,437 64,437 64,437
School-year observations 19,630 19,630 19,630 19,630 19,630 19,630
R-squared 0.586 0.586 0.586 0.573 0.573 0.573

Notes: �p< .05, ��p< .01, ���p< .001. Cells report estimates and associated standard errors clustered at the state level
in parentheses. School controls include time-varying enrollment, proportion low-income and race/ethnicity. All models
include grade, school and year fixed-effects and are weighted by grade enrollment. For context, the sample means
(standard deviations) of the outcomes are Classroom ODRs: 2.03 (2.83) and Classroom-Subjective ODRs: 1.29 (1.95).

Table 4. The effect of teacher evaluation reforms on Office Disciplinary Referrals, by pre-evaluation
implementation referral rates.

A. Classroom B. Subjective

I II III IV V VI

Implement evaluation �0.100 �0.120 �0.123 �0.064 �0.101 �0.102
(0.082) (0.088) (0.088) (0.050) (0.054) (0.053)

Implement evaluation � ODRr ¼ �1 0.011 0.012 0.031 0.032
(0.041) (0.041) (0.032) (0.032)

School composition controls X X
Grade-year observations (N) 74,452 74,452 74,452 74,452 74,452 74,452
School-year observations 14,175 14,175 14,175 14,175 14,175 14,175
R-squared 0.546 0.546 0.547 0.523 0.523 0.523

Notes: �p< .05, ��p< .01, ���p< .001. Cells report estimates and associated standard errors clustered at the state level
in parentheses. School controls include time-varying enrollment, proportion low-income and race/ethnicity. All models
include grade, school and year fixed-effects, are weighted by grade enrollment, and include only states ever-under
higher-stakes evaluation law. Models I and V re-estimate main effects of evaluation from Table 2 on sample with all
observations in year prior to evaluation implementation omitted. Models II–III and V–VI estimate effects of evaluation
interacted with rate in year prior to evaluation implementation. For context, the sample means (standard deviations) of
the outcomes are Classroom ODRs: 2.03 (2.83) and Classroom-Subjective ODRs: 1.29 (1.95).
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Figure 4. Point estimates and 95 percent confidence intervals of tests of assumptions on main differ-
ence-in-differences analysis (grades K-12). Notes: To meet difference-in-differences assumptions, all 95
confidence intervals should overlap with zero in Panels A and B. Estimates in Panel C should overlap
with preferred DD model point estimates for classroom (dash: -0.084) and classroom, subjective ODRs
(dash-point: -0.041). As these are indistinguishable from zero in the population, all estimates in Panel C
should also overlap with zero. Data for estimates B11–B13 from Civil Rights Data Collection. Full set of
point estimates available in Supplementary Appendix Tables A6, A8, A9, A12, A13, A15, A17 and A18.
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Assumption Checks and Sensitivity Analyses

The three central assumptions of our identification strategy hold across multiple tests.
Given the extensive robustness checks we conduct, for the purpose of parsimony we dis-
play the relevant results from these checks in Figures 4 and 5 in the main text of the
paper and display the full set of coefficients and statistics in Supplementary
Appendix A.

Figure 5. Point estimates and 95 percent confidence intervals of tests of assumptions on
high-accountability grade difference-in-differences analysis (grades 3–11). Notes: To meet difference-
in-differences assumptions, all 95 confidence intervals should overlap with zero in Panels A and B.
Estimates in Panel C should overlap with preferred DD model point estimates for classroom (dash:
�0.092) and classroom, subjective ODRs (dash-point: �0.052). As these are indistinguishable from
zero in the population, all estimates in Panel C should also overlap with zero. Full set of point esti-
mates available in Supplementary Appendix Tables A7, A10, A11, A14, A16, and A19.
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Pre-Trends

Our tests of the parallel trends assumption reinforce the graphical evidence from Figures 2
and 3 that schools in states that did not implement higher-stakes evaluation (or had not
yet) provide valid counterfactuals. We present results of our tests of parallel pre-trends in
Panel A of Figures 4 and 5 (corresponding to Supplementary Appendix Tables A6 and
A7). If the assumption holds, these coefficients should be indistinguishable from zero,
which in all cases is true. Note that the pre-trend coefficients without covariate adjust-
ments are also indistinguishable from zero (Estimates A1 and A4). As the unconditional
parallel trends assumption is met, our models are robust to concerns raised by Callaway
and Sant’Anna (2021) about inaccurate treatment effect estimates in the presence of het-
erogeneous treatment effects and covariate-specific time trends. Estimates A3i and A6i
present coefficients on quadratic time trends and are also indistinguishable from zero.

Placebo Tests

We find no evidence that the introduction of higher-stakes evaluation affects outcomes
that we do not anticipate these reforms would influence. Further, when we adjust the
date of policy implementation to create falsification tests, we find no evidence that these
artificial policy implementation dates influenced referral rates. We present these results
in Panel B of Figures 4 and 5 (corresponding to Supplementary Appendix Tables
A8–A11). Estimates of the effect of evaluation policy on unaffected outcomes should be
indistinguishable from zero. Similarly, estimates of the effect of placebo evaluation dates
in years before the policy was actually implemented should also be zero (or at least sub-
stantially attenuated in pooled pre- and post- tests).

We present Estimates B1–B6 in Figure 4 as evidence that evaluation policy implemen-
tation had no effect on ODRs from locations other than the classroom and on ODRs
for behavioral infractions that involved objective reasons to send students to the office.
In estimates B7–B10 we demonstrate that using a date of evaluation implementation
two or four years before the actual implementation date is not predictive of changes in
ODR rates.

In Estimates B1–B6 in Figure 5, we present the corresponding placebo outcome tests
in our analysis of potential heterogeneous effects in higher-accountability grades. Here,
we use both our main outcomes (classroom and objective ODRs) in the theoretically
“unaffected” grades (K-2, 12) as well as the secondary outcomes (other location and
subjective ODRs) in the theoretically “affected” grades (3–11). In Estimates B7–B10, we
present analogous falsification tests where we use a date two or four years prior to the
actual policy implementation and examine the effects on just the high-accountability
grades. Again, all estimates are indistinguishable from zero.

In Estimates B11–B13 of Figure 4, we present results in which we test the effect of
evaluation policy implementation on rates of suspension from the Civil Rights Data
Collection (CRDC) sample. In this national sample of schools, we note that the intro-
duction of evaluation policies yields a small and non-significant positive coefficient of
0.4 to 0.7 percentage points in the proportion of suspended students. Thus, we interpret
the CRDC findings as consistent with our other falsification tests that there were no
endogenous shifts in state discipline policy.

26 D. D. LIEBOWITZ ET AL.

http://10.1080/19345747.2021.201549
http://10.1080/19345747.2021.201549
http://10.1080/19345747.2021.201549
http://10.1080/19345747.2021.201549


Alternate Sample, Policy, Specification and Weighting Approaches

In our last set of robustness checks, we present further evidence that the schools in
untreated states provide valid counterfactuals, that our results are not driven by concur-
rent policies, and that our results are robust to the method of weighting individual fixed
effect ATEs into a pooled estimate. In Panel C of Figures 4 and 5 (corresponding to
Supplementary Appendix Tables A12–A19), we present these results. In addition to the
zero line, we also include, for reference, the point estimates from our preferred models
(Models I and IV in Tables 2 and 5). Results of these robustness checks should overlap
with the main results. Given that our main models find that teacher evaluation policy
reform does not change the rate of ODRs, they should also overlap with zero.

We first test the robustness of our results to a slight expansion of our main analytic
sample such that we can generalize our findings to a larger set of schools. Our primary
sample is comprised of 107,468 grade-school-year observations that represent 20,137
school-year observations. However, our data includes outcomes reported only at the
school level for an additional 268 school-year observations. We present results from re-
estimating Equations (2) and (3) using data aggregated at the school level in Estimates
C1–C4 in Figure 4. The estimates are essentially identical to our grade-level models.

Using alternate weighting approaches, our estimates also generalize to the average
school (rather than the average-sized school) in our sample. In Estimates C5 and C6 in
Figure 4 and C1 and C4 of Figure 5, we present results from models with standard OLS
estimators and again fail to reject the null with respect to the main results or zero.

We find no evidence that our results are driven by endogenous differences between
schools in states that do and do not adopt high-stakes evaluation. Miller et al. (2019)
recently added to the literature finding that fixed-effects models which rely on selection
into identification often return biased results due to endogenous differences in those
units which select the treatment. Thus, in Estimates C7 and C9 of Figure 4 and C2 and
C5 of Figure 5 we present results in which we restrict our sample to only those
grade-year observations nested in states which ever implemented evaluation. These
results, therefore, identify causal effects only off of differential timing of when, and not
whether, states enacted evaluation policy. We again fail to reject the null.

We may also be concerned that our difference-in-difference results are driven by events
substantially removed from policy enactment, particularly when we observe these time
periods for only some units. Given the start and end periods of our data, the maximal years
pre- and post-teacher evaluation reform that we can see for all observations is 5 years pre-
and 1 year after the initial policy implementation. In Estimates C8 and C10 of Figure 4 and
C3 and C6 of Figure 5, we restrict our sample to grade-year observations during this frame.
In all of these estimates but one, we reject the null. When we estimate the effect of evalu-
ation reform for high-accountability grades (3–11) on subjective ODRs in the sample of
states that ever implemented evaluation, we find that it modestly reduced the rate of
ODRs. Given the multiple hypothesis tests we conduct and the small magnitude of the esti-
mate, we choose to interpret this estimate as consistent with our main findings which are
modestly negative in magnitude but indistinguishable from zero.

As expected, our triple-difference estimates (Estimates C11 and C12 of Figure 4 and C7
and 8 of Figure 5) that difference out the change in non-classroom or objective-rationale
referrals from the change in our primary outcomes return estimates even closer to zero.
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We find no evidence that alternate teacher accountability or school discipline policy
reforms either predict any changes in the rates of disciplinary referrals or that they
moderate the effects of teacher evaluation. In Estimates C13 and C14 of Figure 4 and
C9 and C10 of Figure 5, we present the results of adjusting the main effect of teacher
evaluation implementation for the adoption of these other policy reforms. The results
are indistinguishable from our main estimates and zero. Supplementary Appendix
Tables A15 and A16 further demonstrate that none of the policy reforms individually
predicts changes in ODR rates. We also estimate the effects of bundles of accountability
policies separately from the effects of discipline reforms. All results are consistent.

Alternative approaches to clustering standard errors do not change our statistical
inferences. In Estimates C15 and C17 of Figure 4, we cluster standard errors at the level
of intervention: the state-year. In estimates C16 and C18, we implement Cameron
et al.’s (2011) two-way clustering approach at the state and year level. Neither of these
approaches changes our inference.

We find no evidence that our results are driven or biased by greater treatment
weights imposed on units treated in the middle of the policy window due to greater
conditional variance in treatment (Goodman-Bacon, 2021), that there are any negative
weights on our individual unit-year observations, or that our results are sensitive to
alternate mechanisms for weighting the unit-year-specific average treatment effects
(ATEs). In Panel A of Supplementary Appendix Figure A3, we present the distribution
of weights on each school-year fixed effect by year that the unit was treated. We find no
evidence of systematic variation in fixed effect weight by year of implementation of
teacher evaluation reform. In Panel B of Figure A3, we plot the school-year-level ATE
against its weight. Notably, there are few outlying values; thus, we are relatively uncon-
cerned with the recent concerns raised about fixed effects estimates in our sample.

We formally compare our results with de Chaisemartin and D’Haultfoeuille’s (2018)
Wald-TC estimator in Estimates C19 and C20 of Figure 4. Though the exact coefficients
on these estimates are slightly different than our main models, they are nevertheless
extremely small in magnitude and statistically indistinguishable from either zero or our
main model coefficients. We present the graphical event study using the Wald-TC esti-
mator in Supplementary Appendix Figure A4. Note, however, that the results using this
estimator are less precise, and we are unable to rule out relatively large effects given
this approach.20

Finally, we note that our finding that successfully implementing PBIS has no moderat-
ing effect on the implementation of high-stakes evaluation is robust to alternate sample
construction. In Supplementary Appendix Tables A20 and A21, we present results that
restrict the sample to grade-year observations in states that ever implemented
teacher evaluation as well as ones that restrict the sample to 5-years-pre- and 1-year post-
evaluation implementation. Results across all models are equivalent to our main models.

20We implement de Chaisemartin and D’Haultfoeuille’s (2018) Wald-TC estimator using the May 2019 version of the
did_multipleGT Stata package. Current versions of did_multipleGT implement the DIDM estimator (de Chaisemartin &
D’Haultfoeuille, 2020); these return essentially identical results. Replications of the Wald-TC results will return slightly
different values due to the use of bootstrapping for obtaining standard errors (we use 50 replications). To reduce
computing resource demands, we estimate these results using our school-year sample, though in practice this does not
meaningfully affect our standard errors as we cluster them at the state level.
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Conclusion

Policy makers and school system leaders have a critical interest in understanding
whether, and if so how, educators respond to external accountability pressures.
Designers of accountability-based policies must carefully weight the purported benefits
of the policy against its potential harms. In this paper we find that, in the context of
pressures from higher-stakes teacher evaluation policies, teachers do not, on average,
alter their responses to students’ classroom misbehavior. Across a variety of specifica-
tions and robustness checks, we find no evidence that the rates of removing students
from class changed in the aftermath of these policy reforms. Furthermore, we find no
evidence that when schools improve at developing systems of behavioral supports that
these serve to moderate any effects of evaluation implementation.

We find that higher-stakes teacher evaluation reforms did not alter the rates of
ODRs, and our confidence intervals rule out all but substantively meaningless effects.
We contextualize our findings in the framework Jacob et al. (2019) provide for assessing
null results. Our estimated impact of higher-stakes evaluation is both substantively small
and has a tight confidence interval. The most extreme value within the confidence inter-
vals of our main results represents a change of 0.2 referrals in the daily classroom refer-
ral rate in a school of 500 students. With classes of 25 students, this would represent a
change of roughly 0.01 referrals per teacher in a day. That said, the teacher evaluation
reforms at the start of the 2010s were not directly targeted at reducing ODRs, nor by
some measures was higher-stakes teacher evaluation implemented intensively. However,
the time, human resource and political costs of teacher evaluation reforms were quite
high. We believe our null findings are important in adding to the existing literature on
the limits of widely adopted higher-stakes evaluation policy reforms in producing
changes in classroom practices or student achievement (Bleiberg et al., 2021; Garet
et al., 2017; Stecher et al., 2018). Our findings do not speak to more intensively imple-
mented versions of similar policies, nor do they speak to other policies with a more
explicit focus on improving classroom behavioral climate.

We introduce a novel outcome to the causal literature that is rarely present in admin-
istrative data but is a critical pre-cursor to exclusionary school discipline. Teachers’
classroom management practices and disciplinary responses are key mechanisms for stu-
dent engagement and are frequently students’ first points of entry into school disciplin-
ary systems. Growing evidence indicates that suspensions harm both near-term
academic performance and the future school attendance of suspended students
(Anderson, 2020; Lacoe & Steinberg, 2018). This is particularly salient given recent evi-
dence on the causal effects of exclusionary discipline on students’ future college enroll-
ment and involvement in the criminal justice system (Bacher-Hicks et al., 2019).
Evidence indicates that zero tolerance policies increase suspensions (Curran, 2016) and
alternatives such as PBIS decrease them when implemented well (Horner et al., 2009).
However, the general equilibrium effects, including on non-suspended students, of alter-
native policy approaches are indeterminate (Steinberg & Lacoe, 2018), which may be a
function of heterogeneous effects and uneven policy implementation (Skiba, 2015;
Welsh & Little, 2018). Our results suggest that teacher accountability policies, either on
their own or coupled with well-implemented systems to promote positive behavior, are
not sufficient to limit students’ entry into the disciplinary pipeline.
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We make considerable efforts to test that we have selected appropriate counterfactuals
to ensure that our findings do not reflect countervailing forces, either secular trends or
unobserved shocks, that mask the true effect of increased accountability. These threats
are difficult to fully disprove. Furthermore, data limitations prevent us from fully mod-
eling teachers’ classroom-based disciplinary responses. To better understand the data
generating process, we would benefit from records of each instance of student misbe-
havior, including those that do not result in an office referral. That said, this is a chal-
lenge that plagues nearly all research that employs disciplinary measures as its outcome.
Ideally, we would like to observe heterogeneity in teachers’ responses to accountability
pressures by demographic characteristics, preparation pathways, professional experien-
ces, assessed skill and more. Additionally, we are unable to distinguish whether our
findings reflect low-level intensity in the implementation of teacher evaluation (Kraft &
Gilmour, 2017) or limits in the ability of accountability pressures to influence teacher
practice. We also do not observe the date of students’ disciplinary infractions, and so
are unable to test Figlio’s (2006) finding that impending state accountability assessments
increase the severity of disciplinary responses. As we note above, our broadest popula-
tion of inference is the 25,000 schools attempting to implement PBIS in the United
States, which may not generalize to the full population of public schools; though, the
fact that successful PBIS implementation does not moderate our main finding may
assuage this concern somewhat. Various sources of classical measurement error may
limit the precision of our estimates; however, the magnitudes of all our point estimates
are so small that we do not consider this a critical concern. Finally, in some states we
observe only two years of referral data under higher-stakes teacher evaluation; and thus
may be unable to detect the increasing effects of treatment over time for these later
adopters. These outstanding issues present promising opportunities for future analysis
of the effects of accountability pressures on classroom choices by teachers, including
those beyond pedagogy.

Despite these limitations, our findings contribute to the limited understanding of the
effects of accountability policy inside the black-box of classroom practice. Our results
capture only one dimension of teacher response to higher-stakes evaluation policies and
should be understood in the context of the broader literature. However, for those hop-
ing for dramatic improvements in teaching practice as well as for those concerned about
serious unintended consequences of high-stakes evaluation policy, our findings present
another reminder of the loose-coupling between accountability policy, teacher behavior
and classroom practices.
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